Predicting emulsion viscosity by encoding neural networks with physics; slowly removing the A from AI
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Aim: 

The main aim is to better predict food properties on the basis of their ingredient properties by constructing models that make use of artificial intelligence (AI), while minimizing the number of data required and maximizing causal underpinning. 

A major problem in using AI for predicting food properties is the scarcity of large amounts of data and, consequently, still the huge laborious experimental efforts to collect them. Another problem is the statistical character of AI, which neglects causality. We report on a novel route that addresses these two problems at the same time, which is a potential and novel tool to predict food functionality.

Method:
We have addressed a specific problem of predicting the viscosity of dairy- and plant-protein stabilised emulsion systems. The goal is to predict emulsion viscosity based on oil volume fraction and the type of protein used. We encoded a neural network with physics-based information before its statistical optimization. This physics information resembles the existing physical hierarchical structure within the system. After this encoding with physics information, we optimised this so-called Physics encoded Neural Network (PeNN).
Results:
We show that the mean squared error (MSE) of the PeNN is always smaller than that of the ‘normal’ NNs, in the order of a factor of thousand. Furthermore, the PeNNs capture extrapolation and interpolation very well, contrary to the ‘normal’ NNs, thus showing the improved accuracy and efficiency of our newly developed PeNN. This is most probably due to the inherent higher causality in the network by means of encoding it with (causal) physics information.
Conclusion: 

By encoding physics information into a neural network, we can obtain a predictive model that is substantially more accurate than ‘normal/traditional’ neural networks (without the physics information). Furthermore, PeNNs need a much smaller dataset size for training than the ‘normal’ NNs to achieve similar accuracy. This extraordinary finding shows the potential to use PeNNs when data is scarce or laborious to collect. The newly presented PeNNs are the next generation of predictive AI models for food systems. The methodology is scalable and in principle also should better allow to connect different domains quantitatively.
